An Efficient method for the removal of ECG artifact from measured EEG Signal using PSO algorithm
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Abstract

Electroencephagram (EEG) is the recording of electrical activity of the brain. Though it is intended to record cerebral signals, it also records the signals that are not of cerebral origin called artifacts. Artifact removal from EEG signals is essential for better diagnosis. This paper proposes a hybrid learning algorithm based on Adaptive Neuro-Fuzzy Inference System (ANFIS) for eliminating ECG artifact from EEG signal. The proposed hybrid learning algorithms, ANFIS-PSO uses Particle Swarm Optimization (PSO) algorithm for tuning the antecedent and consequent part of the ANFIS. Performance of the proposed technique is compared with ANFIS. Improvements in the output Signal-to-Noise Ratio (SNR), minimum Mean-Square Error (MSE) along with the Power Spectrum Density (PSD) plot are used as the criteria for comparing the performance of the algorithm. It is found that the proposed ANFIS-PSO algorithm works better, and outperforms the ANFIS technique in minimizing the ECG artifacts from the corrupted EEG signals.
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1 Introduction

EEG recordings reflect the action of the brain by recording the electrical activities of the brain. Electrical activities arising from sites other than the
brain are also recorded by EEG, though it is designed to record solely the cerebral activity. Recorded activities that did not originate from the brain are called artifacts. These artifacts may interfere with the detection and analysis of events of interest and hinder the interpretation of EEG recordings [1]. Since artifacts may cause inaccuracy or even critical errors during visually screening or computer analysis, pure EEG records without artifacts will improve the accuracy of visual inspection or computer-based analysis in the long term. [2] Automatic processing of EEG signals by computers is desirable in both clinical and experimental EEG analysis for the reasons such as to obtain precise characterization and quantification, to avoid errors due to subjectivity and to minimize the processing time. But, automated analysis of the EEG is affected by the lack of reliable means for removing artifacts, in order to distinguish artifacts and signals of cerebral origin [3]. Many techniques have been developed to extract artifact free EEG signal. Some of the techniques involve Wavelet-ICA [Independent Component Analysis] [1], adaptive filtering methods [4] etc. However, these techniques involve complex manual calculations and mostly depend on visual analysis. Joe-Air Jiang, et al, proposed an automated method for detecting and eliminating electrocardiograph (ECG) artifacts from electroencephalography (EEG) without an additional synchronous ECG channel [2]. It involves decomposition of signal to extract ECG peaks and adaptive wavelet thresholding. The wavelet bases used with algorithm avoid the problem of time shift after processing. However improper choice of bases function and decomposition level causes deterioration of signal quality. Many papers focus on removing EOG artifact present in EEG signal. P. Senthil Kumar et al. [5] have described an adaptive filtering method for eliminating the ocular artifacts from the electroencephalogram (EEG) records. For removing ocular artifacts from EEG recordings through wavelet transform, the technique in this paper uses an adaptive filtering method that utilizes RLS (Recursive Least Square) algorithm. Moreover P. Senthil Kumar et al. concluded that the adaptive cancellation with help of wavelet decomposition can be considered as a pre-processing work for enhancing the quality of EEG signals in biomedical analysis. In [6] ANFIS model is applied to remove EOG artifact and combined EOG, EMG artifacts. However the proposed technique in this paper focuses on removing ECG artifacts present in the EEG signal.
2 Problem Formulations

2.1 EEG artifacts removal using ANFIS and ANFIS tuned PSO

2.1.1 Adaptive Noise Cancellation (ANC)

Adaptive algorithms play a very important role in many diverse applications such as communications, acoustics, speech, radar, sonar, seismology, and biomedical engineering [7]. The principle used for noise cancellation in this proposed method is Adaptive Noise Cancellation (ANC). Usually linear filters are used for adaptive noise cancellation. In this paper, Adaptive Noise Cancellation (ANC) based on ANFIS is used for artifact removal. The measured EEG signal from the scalp is contaminated by various artifacts such as ECG (cardiac artifacts), EOG (ocular artifacts), EMG (muscular artifacts) and glossokinetic artifacts. Hence the removal of artifacts is essential for effective diagnosis. This paper focuses on ECG artifact removal. The measured EEG signal is the superposition of original EEG signal due to brain activity and the fraction of ECG signal due to heart activity.

\[ EEG_M(t) = EEG_O(t) + ECG_N(t) \]  

where

- \( EEG_M(t) \) - Measured EEG signal.
- \( EEG_O(t) \) - Original EEG signal due to brain activity.
- \( ECG_N(t) \) - Nonlinearly transformed ECG signal due to the propagation of ECG signal from heart to the measuring location.

The aim of the proposed scheme is to extract required EEG signal \( EEG_O(t) \) from the measured signal \( EEG_M(t) \) which consists of the required signal \( EEG_O(t) \), plus the interference signal \( ECG_N(t) \) i.e., the distorted and delayed version of ECG(t). In this paper, \( EEG_M(t) \) is used as the primary input and ECG signal is used as the reference input to estimate ECG artifact signal \( ECG_N(t) \) present in measured EEG signal.

The performance of the proposed technique is evaluated for three sets of data’s. First as well as second set of data uses simulated artifact signal mixed with EEG signal to generate EEG signal with artifact. Third data set is a real polysomonomograph EEG recording with ECG artifacts. To generate the artifact signal \( ECG_N(t) \) for first two data sets, the ECG signal is delayed twice and transformed using nonlinear function. In this paper, the nonlinear function is modelled as a sigmoidal function, based on the transfer function of biological
neuron [8].

The basic concept in this paper is to estimate the unknown interference $ECG_N(t)$ present in the measured EEG signal and to subtract it from the measured EEG signal, $EEG_M(t)$.

$$\hat{EEG}_O(t) = EEG_O(t) + ECG_N(t) - \hat{ECG}_N(t), \quad (2)$$

where

$EEG_O(t)$-Estimated EEG signal

In this proposed research work, the unknown interference present with the desired EEG signal, is estimated using ANFIS, and ANFIS-PSO techniques and the results obtained are analysed. ANFIS-PSO technique is used to estimate the unknown interference, for enhancing the quality of estimated EEG signal more than that of ANFIS.

2.1.2 Adaptive Neuro-Fuzzy Inference System (ANFIS)

ANFIS is a network which combines the advantages of neural network and fuzzy system [9]. ANFIS is an adaptive network functionally equivalent to fuzzy inference system (FIS). The adaptive network learn a relationship between inputs and outputs. The ANFIS is composed of two parts, viz. the antecedent and consequent part. These are connected to each other by the fuzzy rules in network form.

![Figure 1: ANFIS architecture](image)

The ANFIS architecture shown in Fig.1 is a five layer network. Two fuzzy if-then rules based on a first order Sugeno model are considered:
Rule1: If (xisA\textsubscript{1}) and (yisB\textsubscript{1}) then \( f_1 = p_1x + q_1y + r_1 \) \hspace{1cm} (3)

Rule2: If (xisA\textsubscript{2}) and (yisB\textsubscript{2}) then \( f_2 = p_2x + q_2y + r_2 \) \hspace{1cm} (4)

where \( x \) and \( y \) are the inputs, \( A_i \) and \( B_i \) are the fuzzy sets, \( f_i \) are the outputs within the fuzzy region specified by the fuzzy rule, \( p_i, q_i, r_i \) are the consequent parameters that are determined during the training process. The function of node in each layer are as follows:

Layer 1: In this layer, the membership grades of a linguistic label are generated by each node. The output of each node is

\[
O_1^i = \mu_{A_i}(x) = \frac{1}{1 + |\frac{x-a_i}{b_i}|^2},
\]

where \( x \) is the input to node \( i \); \( A_i \) is the linguistic label (very low, low, medium, large, very large etc) of the \( i \)th node; and \( a_i, b_i, c_i \) is the parameter set that alters the shapes of the membership function. Parameters of this layer are called premise parameters.

Layer 2: Every node in this layer is fixed. The firing strength of a rule is calculated by each node of this layer through multiplication

\[
O_2^i = W_i = \mu_{A_i}(x)\mu_{B_i}(y), \hspace{0.5cm} i = 1, 2
\]

Layer 3: Layer 3 contains fixed nodes which calculates the ratio of the firing strengths of the rules

\[
O_3^i = \overline{W_i} = \frac{W_i}{W_1 + W_2}, \hspace{0.5cm} i = 1, 2
\]

Layer 4: The nodes in this layer are adaptive and perform the consequent of the rules

\[
O_4^i = \overline{W_i} f_i = \overline{W_i}(p_i x + q_i y + r_i), \hspace{0.5cm} i = 1, 2,
\]

where \( W_i \) and \( p_i, q_i, r_i \) are the output of layer 3 and the parameter set respectively. Parameters of this layer are to be determined and are called as consequent parameters.

Layer 5: The single node of this layer computes the overall output:

\[
O_5^i = \text{overalloutput} = \sum \overline{W_i} f_i = \frac{\sum \overline{W_i} f_i}{\sum \overline{W_i}}, \hspace{0.5cm} i = 1, 2
\]
From the ANFIS architecture shown in Fig.1, it is obvious that a linear combination of the consequent parameters can be used to represent the overall output $f$, provided the values of premise parameters are known\[10] \[11].

$$f = W_1 f_1 + W_2 f_2 = (W_1 x) p_1 + (W_1 y) q_1 + (W_1 r_1 + (W_2 x) p_2 + (W_2 y) q_2 + (W_2 r_2 \tag{10}$$

The ANFIS uses a gradient descent algorithm to optimize the antecedent parameters and a least square algorithm to solve the consequent parameters. Because it uses two different algorithms to reduce the error, the training rule is called a hybrid\[12]. The performance of ANFIS mainly depends on the appropriate choice of membership functions of the linguistic labels set\[13]. In this proposed work, ANFIS architecture is implemented using equations (5) to (10) and the FIS parameters are tuned by using the generalized bell type as the membership function (MF). ANFIS estimates the unknown interference that exists in the measured signal using hybrid-learning algorithm.

2.1.3 Particle Swarm Optimization (PSO)

The PSO algorithm is based on the biological and sociological behaviour of birds searching for their food [14]. PSO gives better results in a faster way when compared with other optimization methods\[15]. Let us consider an optimization problem of $k$ variables and PSO is initialized with $N$ number of random particles (solutions) and each particle is assigned a random position in the $k$-dimensional space. PSO searches for optima by updating generations. In each iteration, each particle is updated by two "best" values. The first one is the best position (fitness) the particle has achieved so far. This value is called $pbest$. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called $gbest$. The PSO algorithm is summarised as follows

Step 1: Initialize $N(i)$ particles each with dimension $k$ randomly. Set the values for $c_1, c_2, w, r_1, \text{and } r_2$.

Step 2: Initialize position $S_k(i)$ and velocity $V_k(i)$ randomly.

Step 3: Calculate fitness $F$ (mean square error value) for each particle.

Step 4: For each iteration select particles best value $(pbest)$ by comparing the
performance of each particles to its best performance. If \( F(S_k(i)) < pbest \) then 
\[ pbest_k = F(S_k(i)); \quad S_{pbest_k} = S_k(i) \]
Step 5: Select particle with best fitness (minimum mean square error) among all particles as \( gbest \). If \( F(S_k(i)) < gbest \) then 
\[ gbest = F(S_k(i)), \quad S_{gbest} = S_k(i) \]
Step 6: Update new velocity and new position of the particle by using \( pbest \) and \( gbest \) values in the following equations.

\[
V_k(i) = wV_k(i - 1) + c_1r_1(S_{pbest_k} - S_k(i)) + c_2r_2(S_{gbest} - S_k(i)) \quad (11)
\]
\[
S_k(i) = S_k(i - 1) + V_k(i) \quad (12)
\]
\[
i = i + 1, \quad (13)
\]
where \( w \) is the inertia weight, \( c_1, c_2 \) are acceleration constants both set equal to or less than 2.0 and \( r_1, r_2 \) are random numbers.

Step 6: Steps 3 to 6 is repeated until stopping criteria (maximum iterations set) \([9],[16],[17] \). The above process is explained as a flow diagram in Fig.2.

### 2.1.4 Hybrid Approach

This section describes the method by which PSO updates the ANFIS parameters. The PSO algorithm is used to train the parameters of membership functions in ANFIS as in\([14],[15] \). The membership functions used are generalized bell (gbell) function as in the equation \( 5 \) and their parameters are \( a_i, b_i, c_i \) where \( a_i \) is variance of the membership function, \( b_i \) is the trainable parameters, \( c_i \) is the centre of the membership functions. The parameters of the consequent part are \( p_i, q_i, r_i \), which are initialized randomly.

The algorithm used for the proposed approach is described step by step as follows:

**Step 1:** Contaminated EEG signal is used as the target signal, the reference signal (ECG) and delayed reference signal are taken as the input data for ANFIS model.

**Step 2:** The parameters of antecedent and consequent part are initialized randomly. Three trainable parameters \( a_i, b_i, c_i \) are used to define Gbell MF, and if \( M \) number of membership function is used for each input then number of antecedent parameters are equal to \((M\times3)\times N\), where \( N \) is the number of inputs. Here the consequent parameters are also trained by the optimization algorithm. It consists of \((N+1)P\) number of particles, where \( P \) is the number of rules and
Figure 2: Flow Diagram of PSO

N is the number of input data [18]. From the input data, antecedent and consequent parameters, the membership functions and rules of ANFIS are formed.

Step 3: Parameters of the membership functions are trained using PSO algorithm and the optimized parameters are submitted to the ANFIS structure. The stopping criteria used here is the maximum number of iterations. The fitness function used here is the mean square error. At the end of the maximum number of iteration, the particles with minimum mean square error are considered as the best solution and submitted to the ANFIS structure.

Step 4: Output of the ANFIS, whose parameters are optimized by PSO is extracted.
Step 5: Output obtained from ANFIS is the estimated artifact present in the contaminated EEG signal, which is subtracted from the (target) contaminated EEG signal to obtain artifact minimized EEG signal. Table 1 shows the parameter values used for PSO algorithm. The above process is explained using the flow diagram in Fig. 3.

Figure 3: Flow Diagram of ANFIS-PSO
### Table 1: Parameters Of PSO

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of particles</td>
<td>50</td>
</tr>
<tr>
<td>No. of membership functions for each input</td>
<td>2</td>
</tr>
<tr>
<td>Cognitive ( (c_1) ) and Social( (c_2) ) acceleration</td>
<td>2</td>
</tr>
<tr>
<td>Inertia weight ( (w) )</td>
<td>0.8</td>
</tr>
<tr>
<td>No. of iterations</td>
<td>60</td>
</tr>
</tbody>
</table>

### 3 Result and Discussion

#### 3.1 Simulation Results

In this section, the results of cardiac artifact (ECG) removal from EEG signal using ANFIS-PSO and ANFIS are discussed and their performances are compared with each other. The performance is evaluated for two sets of data. For the first and second sets of data, the EEG signal is taken from the database available in the website http://www.physionet.org/pn6/chbmit/ and the sample ECG signals are taken from MIT arrhythmia data base of http://www.physionet.org for first data set and from ftp://ftp.ieee.org/uploads/press/rangayyan/ for second data set. Before applying the techniques ANFIS and ANFIS-PSO, the signals are normalised about its mean value. Tables 2 and 3 show the experimental settings used for implementing ANFIS and ANFIS-PSO for simulated and real data sets.

### Table 2: Experimental Settings of ANFIS.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>21</td>
</tr>
<tr>
<td>Number of linear parameters</td>
<td>12</td>
</tr>
<tr>
<td>Number of nonlinear parameters</td>
<td>12</td>
</tr>
<tr>
<td>Total number of parameters</td>
<td>24</td>
</tr>
<tr>
<td>Number of fuzzy rules</td>
<td>4</td>
</tr>
<tr>
<td>Training Method</td>
<td>Hybrid</td>
</tr>
<tr>
<td>Type of input MF</td>
<td>Gbellmf</td>
</tr>
<tr>
<td>Type of output MF</td>
<td>Linear</td>
</tr>
</tbody>
</table>
Table 3: Experimental Settings of ANFIS-PSO.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>21</td>
</tr>
<tr>
<td>Number of linear parameters</td>
<td>12</td>
</tr>
<tr>
<td>Number of nonlinear parameters</td>
<td>12</td>
</tr>
<tr>
<td>Total number of parameters</td>
<td>24</td>
</tr>
<tr>
<td>Number of fuzzy rules</td>
<td>4</td>
</tr>
<tr>
<td>Training Method</td>
<td>PSO Algorithm</td>
</tr>
<tr>
<td>Type of input MF</td>
<td>Gbellmf</td>
</tr>
<tr>
<td>Type of output MF</td>
<td>Linear</td>
</tr>
</tbody>
</table>

The Fig.4 and Fig.5 shows the results of the data set 1 and 2, which compares Standard EEG signal, ECG signal, Non linearly transformed ECG (artifact) signal, Standard EEG signal mixed with artifact signal and reconstructed EEG using ANFIS-PSO and ANFIS for data set 1 and 2.

Figure 4: Comparison of ANFIS-PSO and ANFIS techniques applied to remove ECG artifact of data set 1
Figure 5: Comparison of ANFIS-PSO and ANFIS techniques applied to remove ECG artifact of data set 2
Fig. 6 and Fig. 7 show the Standard EEG signal overlapped with reconstructed EEG signal obtained by applying ANFIS-PSO and ANFIS for data set 1 and 2. It clearly illustrates that ANFIS-PSO outperforms the ANFIS technique.

Figure 6: A typical correction of EEG signal by ANFIS and ANFIS-PSO for dataset 1: Standard EEG (red line) and corrected EEG (blue line).

Figure 7: A typical correction of EEG signal by ANFIS and ANFIS-PSO for dataset 2: Standard EEG (red line) and corrected EEG (blue line).

Fig. 8 and Fig. 9 show the Power Spectrum Density (PSD) plots, which is used to determine the frequency components present in the signal. It is used to determine the propinquity of the extracted signal towards the standard signal. The following figures show the PSD plot of the standard EEG signal, extracted EEG signal through two different techniques namely ANFIS-PSO and ANFIS.
From the above PSD plots, it is evident that the power of the spectral component of the reconstructed EEG signal has been retained since the PSD plot of reconstructed EEG signal obtained by applying ANFIS PSO technique is much closer with the PSD plot of the standard EEG signal. Hence ANFIS-PSO technique extracts EEG signal better than ANFIS.

**Performance Analysis**

In order to compare the performance of the artifact removal, output Signal to Noise Ratio (OSNR) and Mean Square Error (MSE) are calculated. The Output SNR(OSNR) is calculated using the following formula:
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\[ OSNR = 10\log_{10} \left( \frac{\sum (\hat{EEG}_o)^2}{\sum (EEG_o - \hat{EEG}_o)^2} \right) \]  

(14)

Where \( \hat{EEG}_o \) is the estimated EEG signal. \( EEG_o \) is the original EEG signal. MSE is calculated using the following formula

\[ MSE = \frac{\sum error^2}{length(error)} \]  

(15)

where, \( error = EEG_o - \hat{EEG}_o \)

In this paper, performance of the ANFIS is improved by optimizing its parameters using Particle Swarm Optimization Algorithm and the results of which are tabulated in Table 4 respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input SNR (dB)</td>
<td>SNR (dB)</td>
</tr>
<tr>
<td>ANFIS-PSO</td>
<td>0.0781</td>
<td>15.0245</td>
</tr>
<tr>
<td>ANFIS</td>
<td>0.0781</td>
<td>10.0423</td>
</tr>
</tbody>
</table>

On comparing the above two techniques, SNR value is high and the MSE value is low for ANFIS-PSO than ANFIS. Hence the hybrid approach of tuning ANFIS parameters using PSO outperforms the ANFIS technique. It is evident from the above simulation results that the proposed hybrid approach, ANFIS-PSO yields the better result and outperforms ANFIS. It improves the performance of ANFIS.

3.2 Real data result

From the simulation it is evident that ANFIS-PSO performs well than ANFIS. Hence in this section cardiac artifact removal in real data is demonstrated using ANFIS-PSO technique. The MIT-BIH Polysomnographic Database is a collection of recordings of multiple physiologic signals during sleep. Subjects were monitored in Boston’s Beth Israel Hospital Sleep Laboratory. The database contains over 80 hours’ worth of four-, six-, and seven-channel polysomnographic recordings, each with an ECG signal annotated beat-by-beat, and
EEG and respiration signals annotated with respect to sleep stages and apnea [19]. Database of EEG with ECG artifact is considered (slp32) [20], and artifact removal is carried out using ANFIS-PSO. Finally removed signal is low pass filtered to remove line interference. The following figure shows the comparison of reference ECG signal, corrupted EEG signal, extracted EEG signal after removing ECG artifact and low pass filtered signal.

![Image of signals comparison]

Figure 10: Real Polysomogram data. (a) ECG signal (b) Corrupted EEG signal with ECG artifact (c) Extracted EEG signal after ECG artifact removal using ANFIS-PSO (d) Extracted EEG signal after line interference removal using low pass filter.

4 Conclusion

Electroencephalography (EEG) is contaminated by various artifacts, out of which ECG is one of the main sources of artifacts that affects the electroencephalographic (EEG) data. Therefore, effective minimization of artifacts from the collected data is important for preparing the data for further clinical analysis. In this paper, we exhibit the use of the proposed adaptive algorithm...
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,ANFIS- PSO for the minimization of ECG artifacts from the contaminated EEG signals. The proposed algorithm is compared with Adaptive Neuro-Fuzzy Inference System (ANFIS) to evaluate its relative performance. We have evaluated the performance of the algorithm using simulated signals. Output SNR improvement, minimum MSE and PSD plot are used as the performance measures for comparison. Results obtained shows that ANFIS-PSO technique outperforms the ANFIS technique, and also it is evident that the performance of ANFIS can be improved by tuning its antecedent and consequent parameters with optimization techniques such as PSO. Hence the algorithm ANFIS-PSO is applied to real polysomonograph EEG data with ECG artifact and it is evident from the result that ANFIS-PSO performs well in removing EEG artifact from EEG.

5 Open Problem

This research will be continued to eliminate combined artifacts such as EOG (Electrooculogram) and ECG (Electrocardiogram) in real time signals.
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