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Abstract 

 
This study employs Artificial Neural Network (ANN) and Support Vector 

Machine (SVM) for developing site characterization model of Indira Gandhi 
Centre for Atomic Research (IGCAR) (Kalpakkam) based on Standard 
Penetration Test (SPT) value (N). The input variables of ANN and SVM are 
latitude, longitude and depth of the boreholes. N is the output of the ANN and 
SVM models. The developed SVM gives an equation for prediction of N value at 
any point in IGCAR. The performance of ANN and SVM is comparable. The 
results show that the developed ANN and SVM is reliable model for prediction 
of N value at any point in IGCAR.  

     Keywords: Artificial Neural Network, Support Vector Machine, Site 
Characterization, SPT. 

1      Introduction 

Site characterization is an imperative task in every geotechnical engineering 

project. Geotechnical engineers use laboratory and in situ tests for site 

characterization. There are different type of in situ tests such as cone penetration 

test (CPT), standard penetration test (SPT), dilatometer test (DMT), pressuremeter 

test (PMT).  Geophysical tests such as spectral analysis of surface waves (SASW) 

and multi channel analysis of surface waves (MASW) are also becoming popular 
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as they are inexpensive and non-destructive tests. It is never possible to know the 

detailed geotechnical properties at every location beneath an actual site because, 

in order to do so, one would need to sample and/or test the entire subsurface 

profile. So, one has to predict geotechnical properties at any point of a site based 

on a limited number of tests. Prediction of geotechnical properties of a site is a 

difficult task due to uncertainty. Based on finite set of in situ data, in probabilistic 

site characterization, random field theory has been used by many researchers in 

geotechnical engineering (Yaglom, 1962; Lumb, 1975; Vanmarcke, 1977; Tang, 

1979; Wu and Wong, 1981; Asaoka and Grivas, 1982; Vanmarcke, 1983; 

Baecher, 1984; Kulatilake and Miller, 1987; Kulatilake, 1989; Fenton, 1998; 

Phoon and Kulhawy, 1999; Uzielli et al., 2005). The science of prediction in the 

presence of correlation between samples is not at all well developed in a random 

field method. The interpretation of trends from random field method in the data as 

true trends in the mean or simply as large scale fluctuations is a question. This 

question can only be answered by engineering judgment. Therefore, the statistical 

parameters which have been used to model a random field are generally uncertain. 

This study adopts Artificial Neural Network (ANN) and Support Vector Machine 

(SVM) for developing site characterization models of Indira Gandhi Centre for 

Atomic Research (IGCAR)(Kalpakkam) based on SPT value (N). ANN has been 

used to solve the different problems in engineering (Mutlu et al., 2008; 

Sivasankari and Thanushkodi, 2009; Leal et al., 2009; Naseri and Elliott, 2010; 

Osman et al.,2010; Mardi et al., 2011; Kuok et al., 2011; Nurmaini et al., 2009; 

Buratti et al., 2012). Researchers have solved the different problems by using 

SVM (Lingling and Kuihe, 2008; Zhao and Ding, 2009; Du et al., 2010; Ludwig 

et al, 2011; Segata et al, 2012). This article has the following aims: 

• To examine the capability of SVM and ANN for developing site 

characterization models of IGCAR based on N values 

• To develop an equation for predicting N values at any point in IGCAR 

based on the SVM 

• To make a comparative study between the ANN and SVM models  

2      DATASET 

This article uses 95 N values for developing the ANN and SVM models. The 

latitude and longitude of boreholes have been determined by using Global 
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Positioning System (GPS). Figure 1 shows the borehole locations. Table 1 shows 

the different statistical parameters of the dataset.  

 

 

 

 

 

 

Figure 1. Locations of the boreholes. 

 

Table 1. Statistical parameters of the dataset. 

Mean Standard 

Deviation 

Skewness Kurtosis 

69.75 36.36 -0.58 1.62 

 

 

3      DETAILS OF ANN 

ANN has been used with multi-layer perceptrons (MLPs) that are trained with 

Levenberg-Marquardt Backpropagation(BP) algorithm. MLPs are perhaps the 

best-known type of feed forward networks (Hagan and Menhaj, 1994). It has 

generally three layers: an input layer, an output layer and an intermediate or 

hidden layer. MLPs are perhaps the best-known type of feed forward networks. 
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MLP has generally three layers: an input layer, an output layer and an 

intermediate or hidden layer.  

In back propagation training process, the network error is back propagated into 

each neuron in the hidden layer, and then continued into the neuron in the input 

layer. The modification of connection weights and biases depend on the 

distribution of error at each neuron. The global network is reduced by continuous 

modifications of connection weights and biases. An error goal is set before the 

network training, and if the network during the training becomes less than the 

error goal, the training has to be stopped. The theory and implementation of 

Levenberg-Marquardt Backpropagation has given by More (1977). In this study, 

N is considered in the site characterization. The problem here is to learn 

characteristic of the site using the measured N data. In 3D analysis, the function  

is to be approximated with which N value at any half space point in IGCAR can 

be determined.  

To develop the ANN mode, the datasets have been divided into the following two 

groups: 

Training Dataset: In this study, 66 out of 95 are considered for training dataset. 

This is used for developing the ANN.  

Testing Dataset:  This is required to assess the model’s performance. In this study, 

the remaining 29 data are considered as testing dataset. 

The data are normalized between 0 and 1.  In this study, the training and testing of 

BP model is carried out using neural network tool box in MATLAB (Demuth and 

Beale, 1999). 

4      DETAILS OF SVM 

Support Vector Machine (SVM) has originated from the concept of statistical 

learning theory pioneered by Boser et al. (1992). This study uses the SVM as a 

regression technique by introducing a ε-insensitive loss function. In this section, a 

brief introduction on how to construct SVM for regression problem is presented. 

More details can be found in many publications (Boser et al. 1992; Cortes and 

Vapnik 1995; Gualtieri et al. 1999; Vapnik 1998). There are three distinct 

characteristics when SVM is used to estimate the regression function. First of all, 

SVM estimates the regression using a set of linear functions that are defined in a 

high dimensional space. Secondly, SVM carries out the regression estimation by 

risk minimization where the risk is measured using Vapnik’s -insensitive loss 

function. Thirdly, SVM uses a risk function consisting of the empirical error and a 

regularization term which is derived from the structural risk minimization (SRM) 

principle.  Considering a set of training data )}
l

y,
l

(x),....,
1

y,
1

{(x , nRx , ry  
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Where x is the input, y is the output, R
N
  is the N-dimensional vector space and r 

is the one-dimensional vector space. The four input variables used for the SVM 

model in this study are latitude, longitude, and depth. The output of the SVM 

model is N. So, in this study,  depthlongitudeLatitudex ,,    and Ny  . 

The ε-insensitive loss function can be described in the following way 

   0yεL   for   εyxf    otherwise     εyxfyεL                               (1) 

This defines an ε tube so that if the predicted value is within the tube the loss is 

zero, while if the predicted point is outside the tube, the loss is equal to the 

absolute value of the deviation minus ε. The main aim in SVM is to find a 

function   that gives a deviation of ε from the actual output and at the same time is 

as flat as possible. Let us assume a linear function 

    bw.xxf  nRw , rb                                                                             (2) 

Where, w = an adjustable weight vector and b = the scalar threshold. 

Flatness in the case of (3) means that one seeks a small w. One way of obtaining 

this is by minimizing the Euclidean norm
2

w . This is equivalent to the following 

convex optimization problem 

 Minimize:  
2

w
2

1
 

 Subjected to:   εb
i

w.x
i

y   , i = 1, 2,..., l 

     ε
i

yb
i

w.x  , i = 1, 2,...,l                                            (3) 

The above convex optimization problem is feasible. Sometimes, however, this 

may not be the case, or I also may want to allow for some errors. Analogously to 

the “soft margin” loss function (Bennett and Mangasarian 1992) which was used 

in SVM by Cortes and Vapnik (1995).As shown in the Figure 1 for location of 

boreholes, the parameters
i
ξ , *

i
ξ  are slack variables that determine the degree to 

  be penalized. In other words, any error 

smaller than  does not require 
i
ξ ,

*
i
ξ and hence does not enter the objective 

function because these data points have a value of zero for the loss function. The 

slack variables (
i
ξ , *

i
ξ ) has been introduced to avoid infeasible constraints of the 

optimization problem (3).  

Minimize:   







 

l

1i

*
i
ξ

i
ξC

2
w

2

1
 

Subjected to:  
i
ξεb

i
w.x

i
y   , i = 1, 2,...,l 

              *
i
ξε

i
yb

i
w.x  , i = 1, 2,...,l 



 

 

 

 

 

 

 

First Author et al.                                                                                                     6 

   0
i
ξ   and 0*

i
ξ  , i = 1, 2,...,l                                                    (4) 

The constant 0<C<∞ determines the trade-off between the flatness of f and the 

amount up to which deviations larger than  are tolerated (Smola and Scholkopf 

2004). This optimization problem (4) is solved by Lagrangian Multipliers 

(Vapnik, 1998), and its solution is given by 

   







 

nsv

i

bx
i

x
i

1

.*
i

xf                                                                               (5) 

Where   sxrxw.
2

1
b 








  , i, 

*
i

α are the Lagrangian Multipliers and nsv is the 

number of support vectors. An important aspect is that some Lagrange multipliers 

(i,
*
i

α ) will be zero, implying that these training objects are considered to be 

irrelevant for the final solution (sparseness). The training objects with nonzero 

Lagrange multipliers are called support vectors.       

When linear regression is not appropriate, then input data has to be mapped into a 

high dimensional feature space through some nonlinear mapping (Boser et al. 

1992). The two steps that are involved are first to make a fixed nonlinear mapping 

of the data onto the feature space and then carry out a linear regression in the high 

dimensional space. The input data is mapped onto the feature space by a map Ф. 

The dot product given by    
ji xx  .  is computed as a linear combination of the 

training points. The concept of kernel function [   














j
x.Φ

i
xΦ

j
x,

i
xK ] has 

been introduced to reduce the computational demand (Cristianini and Shwae-

Taylor 2000; Cortes and Vapnik 1995). So, equitation (5) becomes written as 
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i

xf                          (6) 

Some common kernels have been used such as polynomial (homogeneous), 

polynomial (nonhomogeneous), radial basis function, Gaussian function, sigmoid 

etc for non-linear cases.  

SVM uses the same training dataset, testing dataset and normalization technique 

as used by ANN model. Radial basis function has been used as kernel function.  

5      RESULTS AND DISCUSSION 

For predicting Nc values, the three input variables (latitude, longitude and depth) 

are used for the neural network model in this study. Hence, the input layer has 

three neurons. The only output is the Nc and therefore the output layer has only 

one neuron. In BP model, the optimum BP network that is obtained in the present 

study is a four-layer feed forward network for N. Figure 2 shows the final 

architecture of the BP model with one hidden layers.  
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Figure 2. ANN architecture for predicting N. 

 

In this study, the transfer function used in first and second hidden layer is tansig 

and logsig respectively for N. The logsig transfer function has been used in the 

output layer. The number of neurons in the hidden layer is determined by training 

several networks with different numbers of hidden neurons and comparing the 

predicted results with the desired output. Using too few hidden neurons could 

result in huge training errors and errors during testing, due to under fitting and 

high statistical bias. On the other hand, using too many hidden neurons might give 

low training errors but could still have high testing errors due to over fitting and 

high variance. In this study, hidden layer with 3 neurons have been used. For BP 

model, the converged results have been achieved at 500 epochs (an epoch is one 

complete presentation of the entire set of training patterns during the training 

process). 
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Figure 3. Performance of training dataset. 

Figure 3 shows the performance of the back propagation model for training 

dataset (coefficient of correlation (R) = 0.910). For good model, the value of R 

should be close to one.  According to the results of network training, the network 

has successfully captured the relationship between the input parameters and 

output.  In order to evaluate the capability of the BP model, the model is validated 

with testing N data that are not part of the training dataset. Figure 5 shows the 

performance of the BP model for testing dataset(R=0.716). The result indicates 

that BP model predicts reasonably well N values in the 3D subsurface of IGCAR.   
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Figure 4. Performance of testing dataset. 



 

 

 

 

 

 

 

First Author et al.                                                                                                     

10 

-150

-100

-50

0

50

100

150

1 11 21 31 41 51 61

Training Dataset

( 
i-


i*
)

For SVM mode, the design value of C,  and  has been determined by trail and 

error approach. The design value of C,  and  is 100, 0.04 and 2 respectively. 

Number of support vector is 60.  The performance of training and testing dataset 

have been determined by using the design values of C,  and . Figure 4 and 5 

show the performance of training and testing dataset respectively.  The developed 

SVM gives the following equation for prediction of N value at any point in 

IGCAR. 
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Figure 5. Values of   *

ii   . 

The performance of ANN and SVM is almost same. Table 2 shows Root Mean 

Square Error (RMSE) and Mean Absolute Error (MAE) of the ANN and SVM 

models.     

Table 2. RMSE and MAE values of the ANN and SVM models. 

Error 

Parameter 

Training(ANN) Training(SVM) Testing(ANN) Testing(SVM) 

RMSE 0.147 0.256 0.290 0.274 

MAE 0.085 0.105 0.286 0.261 

 

4      Conclusion 

This article successfully applied ANN and SVM for developing site 

characterization model of IGCAR. 95 datasets have been used to develop the 

ANN and SVM models. The developed ANN and SVM give almost same 

performance. User can use the developed equation for predicting N value at any 

point in IGCAR. The developed SVM produces sparse solution. In summary, it 

can be concluded that the developed ANN and SVM is robust models for 

predicting N value at any point in IGCAR. 
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