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Abstract

Big Data means a very large amount of data and includes a range of methodologies such as big data collection, processing, storage, management, and analysis. Since Big Data Text Mining extracts a lot of features and data, clustering and classification can result in high computational complexity and the low reliability of the analysis results. In particular, a TDM (Term Document Matrix) obtained through text mining represents term-document features but features a sparse matrix. In this paper, the study focuses on selecting a set of optimized features from the corpus. A Genetic Algorithm (GA) is used to extract terms (features) as desired according to term importance calculated by the equation found. The study revolves around feature selection method to lower computational complexity and to increase analytical performance. We designed a new genetic algorithm to extract features in text mining. TF-IDF is used to reflect document-term relationships in feature extraction. Through the repetitive process, features are selected as many as the predetermined number. We have conducted clustering experiments on a set of spam-mail documents to verify and to improve feature selection performance. And we found that the proposal FSGA algorithm shown better performance of Text Clustering and Classification than using all of features.
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1 Introduction

This Big Data means a very large amount of data and includes a range of methodologies such as big data collection, processing, storage, management, and analysis. In particular, text mining among unstructured big data, which is recently utilized in many industries, is an important unstructured data analysis technique. Text mining is likely to extract a larger number of terms (features) as the amount of data get larger. Since Big Data Text Mining extracts a lot of features and data, clustering and classification can result in high computational complexity and the low reliability of the analysis results. In particular, a TDM(Term Document Matrix)[3] obtained through text mining represents term-document features but features a sparse matrix. In the case of a sparse matrix, useful information cannot be retrieved and the analysis result cannot be trusted. Therefore, there have been various studies on feature selection and data dimension [2, 3, 4].

In this paper, the study focuses on selecting a set of optimized features from the corpus. A Genetic Algorithm(GA) is used to extract terms (features) as desired according to term importance calculated by the equation found. The study revolves around feature selection method to lower computational complexity and to increase analytical performance. The Genetic Algorithm[1] is used to find the optimum in order to solve arrangement and assignment problems. We have done research on a variant of genetic algorithm which is used to find the optimal term group by computing the fitness of terms. We designed a new genetic algorithm to extract features in text mining. TF-IDF[16] is used to reflect document-term relationships in feature extraction. Through the repetitive process, features are selected as many as the predetermined number. We have conducted clustering experiments on a set of spam-mail documents to verify and to improve feature selection performance. We have also verified its performance by applying the proposed algorithm to text clustering and classification.

The rest of the paper is organized as follows. In Section 2, related work is introduced. In Section 3, feature selection techniques using genetic algorithms in text mining are described. In Section 4, the experiment and analysis results are presented. Finally, the conclusions are described in Section 5.

2 Related Works

2.1 Text Mining

The Text Mining[3] can be referred as a data mining technology which derives valuable and meaningful information from unstructured text data. The text mining technology allows users to extract meaningful information from a vast amount of information and to identify the relationships with the other information. It also involves text categorization, simple information retrieval, etc. High-capacity
linguistic resources and complex statistical pattern learning algorithms are used to make the computer do an in-depth analysis of the information written in human language and to discover the hidden information from the given information. As data become big data and social networks including SNS and blogs are expanded, text mining is widely being used for advertising, marketing, law case analysis, information retrieval, trend analysis, etc.

Text Classification uses data classification algorithms which are commonly used for in the existing data mining. Data classification uses the predetermined classification criteria to learn data through class-specific learning and then uses the result of learning to classify the input data into predetermined classes. Unlike conventional text classification, Text Clustering doesn’t use the predetermined criteria but analyzes the given data to group similar data into the same cluster according to the features of the data such as similarity. Accordingly, it is possible to show the characteristics of the given data and to extract the unknown data hidden knowledge. That is, it is possible to make a prediction of the given data. As shown in Fig.1 [15], the basic process of text mining is as follows. The most basic unit, corpus, refers to a set of text documents, and the corpus pre-processing is the first step. Natural language processing techniques are mainly used for word extraction, stop word removal and stemming tasks. Next, feature extraction and feature selection are carried out for dimension reduction of the term matrix, and then text classification and text clustering proceed with the created feature set. Finally, text analysis is performed.
2.2 Genetic Algorithm

Genetic Algorithm is a major *Heuristic Algorithm* which mimics Darwin's theory of evolution, and it is an *Evolutionary Algorithm* which finds the optimal solution in the process of natural selection and crossover [1]. As shown in Fig. 2, the process of genetic algorithms is as follows. Genetic Algorithms randomly generates initial individuals to form an initial population. Each individual consists of a variable *Gene* that represents a solution to the given problem and encoded by *Chromosome*. Depending on the specific optimization problems, different encoding methods are applied. For example, the binary or real-valued representation can be used to express schemata. The representation selection can have a significant impact on the successful application of Genetic Algorithms. An *object function* is designed to express the problem in *Genetic Algorithms* and the *fitness value* is obtained by applying each individual to the object.

Genetic Algorithm design is to include the following three important operators: *Selection*, *Crossover* and *Mutation*. The selection operator is the process of selecting individuals the next generation from the current generation. The selection operator is usually designed to select probabilistically good solutions (individuals with high Fitness Values) and remove other bad solutions. The crossover operator is the process of gene recombination which recombines two parents’ chromosomes.
to generate new individuals to be used in the next generation. For example, there are the following major crossover techniques: one-point crossover and two-point crossover. The mutation operator is the process of altering one or more gene values randomly selected in the current chromosome. The generational process based on genetic operators is repeated to gradually evolve candidate solutions which converge on approximate solutions more and more. When the Genetic Algorithm process is terminated due to the given constraints, the optimum of the solutions is obtained to solve the problem. Genetic Algorithms have been used in many areas including TSP (Traveling Salesman Problem), job scheduling, network layout, channel routing, graph partitioning, DB (Database), query optimization, etc.

Likewise, Genetic Algorithms have been used for malware detection and intrusion detection in the field of information protection so that there have been studies on Intelligent Intrusion Detection System [8].

3 FSGA : Feature Selection based on Genetic Algorithm

In order to apply a Genetic Algorithm to feature selection, it is necessary to design the Genetic Algorithm to meet its given domain [5]. In this paper, a new Genetic Algorithm for feature selection is designed to improve the analytical performance and speed in text mining step-by-step.

3.1 Initial Population

The initial population is formed from the TDM generated in the process of text mining. The rows (terms) and columns (documents) in the TDM are converted into the rows (documents) and columns (terms) in the DTM (Document-Term Matrix), where each column (term) represent a feature and each row (document) represents a solution. This vector matrix is used to set the initial population.

In text mining, many features are generated unlike the existing general data set. Given the regular mail text used in this paper, about 4000 features are generated from 100 documents. About 11,000 features have been generated from 300 documents used in the experiment. Therefore, it is too difficult to represent all features of the initial population as chromosomes in the search space. So we have randomly generated chromosomes of fixed length according to the population size. The single GA process isn’t carried. That is, once the Optimum is obtained, the GA process is repeated until the desired feature can obtained. When the multiple GA processes are performed, various problem domains can be explored and genetic diversity can be ensured.

3.2 Chromosome Decoding

Chromosomes in Genetic Algorithms are used to represent solutions, and chromosomes are decoded in the GA process, depending on the properties of domains. We have designed chromosomes for term feature selection in text mining
as follows, and each solution can be classified by one partial feature, and many partial features is gathered to form a feature set.

- Permutation Decoding = the permutation of the gene values is expressed to represent the terms
- The selected partial features are stored in the feature set

For example, the chromosome $C$ is expressed such as $C = \{\text{work, speak, will, paper,...}\}$ and is randomly selected in the initial population step. In order to perform the actual GA process, the permutation of terms is to be expressed in TDM, where index masking is applied to each term.

### 3.3 Fitness Function Studies and Design

For example, The fitness function in Genetic Algorithms is the fitness equation which is used to evaluate the superiori ty of the given solution. In this study, the fitness function for text mining has been designed to evaluate the importance of the given term. The corresponding notation is as follows

- $F = \{ F_1, F_2, ..., F_n \}$ $\triangleq$ the set of Features (Chromosome)
- $D = \{ D_1, D_2, ..., D_n \}$ $\triangleq$ the set of Documents
- $N = \text{the number of documents}$

- $x_i = F_i$ $\triangleq$ value of $i$th Feature in $\in F$
- $tf_{r,k}$ $\triangleq$ term frequency of feature $F_i \in F$ in document $D_k \in D$
- $df_r$ $\triangleq$ document frequency is the number of document included $F_r \in F$
- $idf_r$ $\triangleq$ inverse document frequency of feature $F_r \in F$ in document $D_k \in D$

$$\log((N - df_r)/df_r)$$

**Definition 3.1 Fitness Function**

$$\max F = \sum_{i=1}^{\# F} \sum_{k=1}^{\# D} (tf_{i,k} \times idf_r)$$

Regarding the importance of the given term, the Definition 3.1 doesn’t simply apply its overall frequency, but it uses its relative frequency $tf_{r,k}$ with respect to each document and term to obtain the fitness value of each solution. Therefore, the relative importance can select the feature. When the frequency of the term is
simply used, the term can occur frequently but its meaning can be used differently in each document. However, this approach is not suitable for the low-frequency term which may represent the important feature of documents. Therefore, the fitness function using TF-IDF has been designed in consideration of the Document-Term relationships.

3.4 Selection and Crossover Operator (in GA)

For example In Genetic Algorithms, there are many selection techniques which select individual chromosomes with high fitness. The selected chromosome is used by the crossover operator. The superior chromosome is chosen to propagate its superior gene to the next generation. That is, superior genes can be propagated to good solutions and bad solutions to ensure genetic diversity. We have used the linear rank selection method[7].

Crossover is a genetic operator used to recombine two parents chromosomes to generate new individuals in the next generation. Crossover aims at increasing genetic diversity just like selection. We have used the position-based crossover method[6].

3.5 Feature Selection

For example A large number of features are mostly generated by using terms extracted from the given corpus. In Genetic Algorithms, it is too difficult to perform feature selection due to its runtime complexity and iteration. Therefore, we haven’t done feature selection in the single GA process. That is, we have generated the partial features of fixed length through the GA process and grouped each partial feature to obtain a final feature set. When the multiple GA processes are performed, various problem domains can be explored and genetic diversity can be ensured. The following Table 1 shows the feature selection process. Since the process is repeated multiple times, the same features can be selected again. The feature with a high frequency can be very important so that the repetitive process is allowed. The length of the final feature set is determined in proportion to the fixed length of features generated from the corpus.

A large number of features are mostly generated by using terms extracted from the given corpus. In Genetic Algorithms, it is too difficult to perform feature selection due to its runtime complexity and iteration. Therefore, we haven’t done feature selection in the single GA process. That is, we have generated the partial features of fixed length through the GA process and grouped each partial feature to obtain a final feature set. When the multiple GA processes are performed, various problem domains can be explored and genetic diversity can be ensured. The following Table 1 shows the feature selection process.
4.1 Experiment Environment

The hardware and operating system environment used in the experiment is as follows.

- CPU: Intel Core i5 650 3.20Ghz
- RAM: 7GB
- OS: Windows 7 Enterprise K 64bit
The open software \( R \) (version 3.02) [9] is a tool that has been used for the experiment. In particular, the \( TM(\text{TextMining}) \) package in \( R \) [10] has been used for text mining. GA algorithms in the \( R \) GA package [11] have been modified to run them in the \( R \) environment. Clustering algorithms used for the clustering experiments are \( K\text{-means Algorithm} \) [12] and \( \text{HierarchicalClustering} \) [13]. Classification Algorithm used for the classification experiments is KNN Classifier[19].

4.2 Document Data Set

The document data set is used in the experiments are 300 documents from \( \text{LingSpam Data Set} \) [14] which is used for spam mail classification and clustering. The dataset has been classified into two clusters: normal mail and spam mail. The clustering performance has been measured. These experiments have used 252 normal mails and 48 spam mails.

4.3 Experiment Result

The feature selection experiment has been performed by using the TF-IDF GA. The clustering results have been analyzed and compared with the original corpus. The GA parameters used are as follows:

- Size of population = 200
- length of chromosome = 55
- probability of crossover = 0.8
- probability of mutation = 0.2

4.3.1 Measure Method of Clustering Experiment Result

The unsupervised clustering performance is measured as follows [15].

- \( ss \): in our clusters and in the corpus both documents are placed in the same clusters.
- \( sd \): in our clusters both documents are placed in the same clusters but in corpus are in different clusters.
- \( ds \): in our clusters documents placed in different clusters but in the corpus are in the same clusters.
- \( dd \): in our clusters and in the corpus both documents placed in different clusters.

We use the measure method that the Average Accuracy and F1-measure. The average accuracy for Clustering is defined as follows:
The Feature Selection Method based on

\[
\text{Average Accuracy (AA)} = \frac{1}{2} \times \left( \frac{ss}{ss + ds} + \frac{dd}{sd + dd} \right)
\]

The F1-measure for Clustering is defined as follows:

\[
F1\text{-measure} = \frac{2 \times p \times r}{p + r}
\]

where

\[
p = \frac{ss}{ss + sd}, \quad r = \frac{ss}{ss + ds}
\]

For these experiments, the length of the sub-feature set used is 55, and the length of the final feature set has been set to about 5%, 10%, 15%, 20% and 50% of the total number of the TDM features respectively. 11,508 features have been generated from 300 documents. Given the features, 550 features, 1,100 features, 1,650 features, 2,200 features, and 5,500 features have been selected. According to the length of each final feature set, the AA and F1-measure values have been measured by using each clustering algorithm.

4.3.2 Clustering Experiment Result

The overall clustering result is as shown in Table.2. The % values represent the ratio of the length of each final feature set selected from the total features.

Given the average accuracy results (Fig.3), \textit{hClust} (Hierarchical Clustering) has shown the low \textit{average accuracy} (AA) from 5% to 0.795, and its AA is increasing as the length of the feature set (the number of features increases) gets longer. In particular, the performance of \textit{hClust} gets better than that of K-means, where the ratio of the feature set is 20% and 50% and AA is 0.936 and 0.941 respectively. In addition, it can be known that the clustering performance gets better when the ratio of the length of the feature set is greater than or equal to 15% in comparison with all of features. K-means has shown the stably good AA performance for the \textit{ratio of each feature set}. In particular, it shows better performance than clustering
using all features. Thus, it is can be seen that each clustering Algorithm with FSGA(Feature Selection based on Genetic Algorithm) can improve the AA performance, compared to the clustering Algorithm without FSGA.

Table 2: A Result of Experiment

<table>
<thead>
<tr>
<th></th>
<th>Average Accuracy</th>
<th>F1-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>hClust</td>
<td>0.739</td>
<td>0.819</td>
</tr>
<tr>
<td>K-means</td>
<td>0.938</td>
<td>0.916</td>
</tr>
</tbody>
</table>

Table 3: A Result of Clustering Time

<table>
<thead>
<tr>
<th></th>
<th>Clustering Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>hClust</td>
<td>0.22</td>
</tr>
<tr>
<td>K-means</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 3 A Result of Average Accuracy
Given the F1-measure results (Fig.4), hClust has shown low performance (0.795) for 5%. When F1-measure becomes similar to \textit{k-means} for 10%, it has shown better performance by a narrow margin of 0.003~0.007. hClust has shown the performance of 0.918 for all the feature sets, and it has also shown high performance when the ratio of the feature set is greater than or equal to 10% in comparison with all of features. \textit{The} k-means’s F1-measures for all the feature sets turn out to be lower than 0.976 which indicates the F1-measures for all the features. However, \textit{k-means’ average} F1-measure is 0.935 which indicates good performance. As a result of AA and F1-Measure experiments, it can be know that FSGA can lead both hClust and k-means to improve the AA performance, and \textit{FSGA} can also lead hClust to improve the F1-measure performance.

\subsection*{4.3.3 Clustering Time Result}

The required clustering time has been measured through experiments. The experiment results are shown in Table.3. In all experiments, both \textit{hClust} and \textit{k-means} have shown that the clustering time for each feature set is shorter than the clustering time for all of features. The speed of \textit{k-means} turns out to be faster than that of \textit{hClust}. As shown in Fig.5, \textit{All of Features} and \textit{FSGA} have a great impact on the speed of \textit{hClust}. These experimental results indicate that the clustering time decreases as the length of features get shorter.
4.3.4 Measure Method of Text Classification Experiment

These are In the evaluation step, the score function is applied to evaluate the performance by using the feature set derived from the feature selection method. Heuristic Search is repeatedly used to find the desired feature set to meet the given criteria in the learning process until the final feature set is selected. The optimal feature set is to be chosen by using evaluation and search because a partial feature set is selected from the high-dimensional feature sets.

In this case, the F-Measure is used for the score regarding document classification evaluation. The F-measure is widely used to evaluate the results of text classification by applying precision and recall [18]. The precision $P_i$ and the recall $R_i$ is calculated by the following Definition 4.3, 4.4

**Definition 4.3 Precision**

$$P_i = \frac{TP_i}{TP_i + FP_i}$$
**Definition 4.3 Recall**

\[
R_i = \frac{TP_i}{TP_i + FN_i}
\]

where \(TP_i\), \(FP_i\) and \(FN_i\) stand for true positives, false positives and false negatives respectively. The F-measure for the category \(i\) is calculated by the following Definition 4.5.

**Definition 4.5 F-measure**

\[
F_i = \frac{2 \cdot R_i \cdot P_i}{P_i + R_i}
\]

The average F-measure is calculated by the following Definition 4.6,

**Definition 4.6 Average F-measure**

\[
F_i = \frac{\sum_{i=1}^{N} d_i \cdot F_i}{\sum_{i=1}^{N} d_i}
\]

where \(d_i\) indicates the number of the documents included in the category \(i\). \(N\) is the number of categories.

**4.3.5 Classification Experiment Result**

In the experiment, Precision, Recall, F1-measure values were calculated for each feature selection ratio. In the experiment, the average value of classification was obtained by carrying out 10 experiments for each feature selection ratio. The result of the classification experiment is shown in Table 4. The value in each parenthesis is the standard deviation of each experiment.

The result of the experiment shows that, in the case where FSGA was carried out, the best results were achieved when only 5% was selected for Precision, 50% for Recall and when 50% was selected for F-measure showing the values of 0.923, 0.995 and 0.948 respectively. When the results are compared with those achieved by using all the features, the best performance was achieved when all the features were used in the cases of F-measure and Precision. On the other hand, better result...
was achieved when FSGA was used in the case of Recall. Analysis of the overall experiment result shows that the higher the feature selection ratio is, the more the values of Precision, F-measure, and Recall improve in general with the exception of several cases as shown in Fig 6. In the case of Classification, as learning is carried out through already classified criteria differently from Clustering, it can be seen that the bigger the data used for learning is, the more the classification result improves. However, as the classification performance did not deteriorate very much even when FSGA was used and superior result was achieved depending on the selection ratio, superior performance and utilization potential of FSGA could be verified also in document classification. However, in order to show better classification performance, the performance of FSGA is required to be enhanced.

Table 5 shows the experiment result of Classification time for each feature selection ratio. Fig 7 shows the result in a graph. It can be seen that, the higher the feature selection ratio becomes, the more the performance time greatly increases. Accordingly, when we see the previous result of classification performance experiment and the result of performance time, document classification using FSGA can be valuably used depending on the purpose of use or the environment.

<table>
<thead>
<tr>
<th>Table 5: A Result of Classification Time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classification Time(s)</strong></td>
</tr>
<tr>
<td>5%</td>
</tr>
<tr>
<td>KNN</td>
</tr>
<tr>
<td>0.02</td>
</tr>
</tbody>
</table>
As the classification time can be greatly reduced while maintaining the document classification performance to some extent within the usable level, it can be valuably utilized under the environment of big data, real-time document classification, or where computing resources are insufficient. If the purpose is to accurately carry out classification irrespective of the document classification time, a better result may be achieved by using all the features.

When the overall result of the document classification experiment is considered, the proposed FSGA algorithm can be said to be a method that can be efficiently utilized for document classification.
5 Conclusion

In this paper, a feature selection (Term Selection) method is proposed to enhance the effectiveness of the analysis in text mining. A new Genetic Algorithm has been designed to be applied to text mining due to its optimum search performance. In addition, in order to keep genetic diversity, the algorithm has been modified to select the final feature set by using partial feature sets. Also, the FSGA performance has been verified through hierarchical clustering and k-means experiments. Regarding the hierarchical clustering algorithm, the Average Accuracy and F1-measure of clustering using FSGA have been improved up to 0.02 and up to 0.023 respectively. Regarding the k-means algorithm, the Average Accuracy of clustering using FSGA has been improved up to 0.105, but the F1-measure of clustering using FSGA has been lowered. Using FSGA has shown high speed performance in all cases. As a result, it can be known that using the FSGA can improve clustering performance and performance speed.

In the document classification experiment, the classification performance was shown to be better when all features were used than when FSGA is used with an exception of the result of Recall. Such a result is presumed to have been achieved as, the bigger the number of the objects of learning is, the higher the classification performance can be, because learning is used for classification. However, even when FSGA was used, the classification performance was not shown to be very much lower, and the results of Precision, Recall, and F-measure showed document classification performance of a usable level. As the performance time required for classification can be relatively reduced a lot, it can be efficiently utilized for document classification under the environment of real-time data processing or where computing resources are insufficient.

For future research, there will be studies on the new GA design using Parallel Genetic Algorithm to improve the performance of GA repetition. It is also necessary to improve the proposed algorithm regarding duplicated feature selection and fitness function. Furthermore, there will be studies on FSGA suitable for the Big Data environment to deal with large amounts of text document data. And we will carry out studies on the Text Clustering based on Optimization Algorithms[17]. We will also study the method that can improve the FSGA performance in document classification.
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